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Abstract

Most previous research exploring the understanding of likelihood ratios by laypersons
has not provided participants with an explanation of the meaning of likelihood ratios.
Although triers of fact in common-law jurisdictions usually receive oral testimony, most
previous research has presented experiments in written format. The research reported in
this paper presented participants with videoed testimony and tested the effect of the expert
witness providing participants with an explanation of the meaning of likelihood ratios.
Analysis included comparing each participant’s effective likelihood ratio (the posterior
odds elicited from the participant divided by the prior odd elicited from the participant)
with the presented likelihood ratio. The percentage of participants whose effective
likelihood ratios equalled the presented likelihood ratios was higher for participants who
were provided with the explanation of the meaning of likelihood ratios than for
participants who were not provided with the explanation. The difference was, however,
small. The percentage of participants whose posterior odds were consistent with them
having committed the prosecutor’s fallacy was not lower for participants who were
provided with the explanation of the meaning of likelihood ratios than for participants
who were not provided with the explanation. The full set of results do not constitute
convincing evidence that presenting the explanation of the meaning of likelihood ratios
resulted in better understanding of likelihood ratios. We discuss whether there are factors
other than participants not understanding the meaning of likelihood ratios that could have

contributed to the results.
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1 Introduction

The likelihood-ratio framework 1s advocated as the logically correct framework for
evaluation of evidence by the vast majority of experts in forensic inference and
statistics, including in Aitken et al. [1] and in Morrison et al. [2] with 31 and 57
signatories respectively. Its use is also advocated by key organizations including:
Association of Forensic Science Providers of the United Kingdom and of the Republic
of Ireland (AFSP [3]); Royal Statistical Society (Aitken et al. [4]); European Network
of Forensic Science Institutes (Willis et al. [5]); National Institute of Forensic Science
of the Australia New Zealand Policing Advisory Agency (Ballantyne et al. [6]);
American Statistical Association (Kafadar et al. [7]); and Forensic Science Regulator
for England & Wales [8]. There is, however, a common belief that likelihood ratios are
difficult for legal-decision makers to understand (Bali et al. [9], Swofford et al. [10]).
The benefits of forensic practitioners adopting the likelihood-ratio framework will not
be fully realized if practitioners are unable to communicate the meaning of likelihood

ratios to legal-decision makers.

Martire [11], Thompson [12], Eldridge [13], and Martire & Edmond [14] reviewed
empirical research on laypersons’ understanding of forensic practitioners’ expressions
of strength of forensic evidence, including likelihood ratios.! Thompson [12]

concluded that:

the reporting formats that are easiest for lay people to understand are difficult to
justify logically and empirically, while reporting formats that are easier to justify

logically and empirically are more difficult for lay people to understand.

! With additional coauthors, we have conducted a review specifically with respect to layperson
understanding of likelihood ratios, as opposed to also including layperson understanding of other
expressions of strength of evidence such as categorical conclusions or posterior probabilities. In
addition to reviewing other empirical-research studies, that review (Morrison et al. [15]) includes

review of the study presented in the present paper.
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Eldridge [13] concluded:

Jurors do not, as a rule, interpret forensic findings in the way examiners intend
them. They often undervalue evidence, particularly if it is in a discipline that they
may have previously considered to be less discriminating. They do not understand

numerical testimony well ...
Martire & Edmond [14] concluded:

Ultimately, the question of whether lay decision-makers appropriately
comprehend statistical statements from forensic scientists is an important one, but

its answer remains elusive.

In almost all the studies reviewed, however, experiments did not provide participants
with an explanation of the meaning of likelihood ratios. Since they were given no
explanation of the meaning of likelihood ratios, we think it unsurprising that
participants had difficulty understanding likelithood ratios. We hypothesize that
providing an explanation of the meaning of likelihood ratios will help laypersons (such
as research participants and legal-decision makers) better understand likelihood ratios.
We think it a reasonable expectation for forensic practitioners acting as expert
witnesses to be asked to explain the meaning of likelihood ratios during examination

in chief.

In almost all the studies reviewed, experiments were presented to participants in written
format. In common-law jurisdictions, triers of fact usually receive forensic-science

testimony not in written format but in oral format.

In this paper, we report on a study that provided participants with videoed testimony,?

and that tested the effect of providing participants with a detailed explanation of the

2 We also conducted experiments using written versions of testimony, but only in conditions that did
not include the explanation of the meaning of likelihood ratios. For brevity, have not reported those

experiments in the present paper.
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meaning of likelihood ratios. The videoed testimony related to forensic voice
comparison. In addition to testing conditions in which participants were provided with
an explanation of the meaning of likelihood ratios versus not provided with the
explanation, we also tested conditions designed to elicit low prior odds versus high
prior odds, and conditions in which a low likelihood ratio was presented versus a high

likelihood ratio was presented.

Martire [11], Martire & Edmond [14], and Bali et al. [16] developed five indicators of
whether participants in research studies understood the meaning of expressions of
strength of evidence, including whether they understood the meaning of likelihood
ratios. In this paper, we make use of three of those indicators. The following are the

definitions of the three indicators as they appear in Martire & Edmond [14]:

o “Sensitivity is assigning greater weight to evidence of greater value, and lesser

weight to evidence of lesser value.”

e “Orthodoxy is used in the sense of compliance with or adherence to normative
expectations, i.e., orthodoxy is updating beliefs in a manner that is consistent with

the normative expectations derived using Bayes’ theorem.”

e “Coherence is responding to evidence in a logical manner.” “This definition
excludes a range of potentially ‘incoherent’ lay responses to statistical statements
that are incompatible with genuine comprehension such as the Prosecutor’s and
Defense Attorney’s Fallacies (e.g., Thompson and Schumann [17]), directional

errors (e.g., Martire et al. [18]), and aggregation errors (e.g., Koehler et al. [19]).”

When we use the words sensitivity, orthodoxy, and coherence with the definitions
above, we will set the words in italics. The only particular type of incoherence we
examine in the present paper is the prosecutor’s fallacy. Note that semsitivity,

orthodoxy, and coherence are not mutually exclusive. Orthodox responses would

3 This definition of coherence differs from the meaning of “coherence” in statistics.



Thompson, Grady, Morrison - explaining LRs - 2025-10-29a Page 6 of 37

necessarily be sensitive, but sensitive responses would not necessarily be orthodox.
Orthodox responses would necessarily be coherent; however, unorthodox responses
would not necessarily be incoherent. If they were due to a particular fallacy or error in
reasoning they would be incoherent, but if they were instead apparently random or

idiosyncratic they would not be incoherent.

The data used in this paper, and the MATLAB and R scripts used to analyze the data,
are available at https://forensic-data-science.net/communication/ and  at

https://osf.10/c28rt/.

2 Methodology

2.1 Conditions tested

A 2x2x2 factorial of conditions was tested:

e Prior odds: Participants were given written case information that in one condition
was designed to elicit lower prior odds (smaller p(H,)/p(H,)) and in the other
condition was designed to elicit higher prior odds (larger p(H,)/p(H,)). We
adopt the convention that H; refers to a same-speaker hypothesis and H, refers to

a different-speaker hypothesis.

e Explanation of the meaning of likelihood ratios: All participants watched 11
minutes of videoed testimony. Participants in one condition also watched an
additional 9 minutes of videoed testimony during which the expert witness gave
a detailed explanation of the meaning of likelihood ratios. Participants in the other

condition were not provided with this explanation.

e Likelihood-ratio value: The final part of the videoed testimony presented
participants with a numerical likelihood ratio (A = p(E|H,)/p(E|H,)) of either
30 or 3,000.
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2.2 Participants
Ethics approval was obtained from the UC Irvine Institutional Review Board.

Participants were recruited using Amazon Mechanical Turk (mTurk), and the

experiments were conducted using the Qualtrics online survey service.

Recruitment from mTurk has been widely used in social science (Buhrmester et al.
[20]), and can offer cost-effective and high quality data (Paolacci & Chandler [21]),
especially when restricted to workers from the United States (Smith et al. [22]).
Thompson & Newman [23] presented a detailed demographic breakdown of
participants recruited from mTurk using the same methods as employed in this study,
and concluded that this population is sufficiently diverse and representative of

American jurors to be suitable for a study of lay reactions to forensic science evidence.

To help ensure that our participants were representative of the jury-eligible population
of the United States, we asked participants to affirm that they were US citizens over
the age of 18, and the recruitment procedure included steps to exclude robotic
responders and participants from outside the United States. Participants were also
excluded if they had participated in a prior study run by the UC Irvine lab. A
participant’s responses were excluded if the participant failed to correctly answer
attention-check questions, did not complete the experiment, or gave logically

inconsistent answers.*

* A participant’s responses were excluded if their odds responses with respect to source level were
reversed relative to their percentage responses with respect to source level or relative to their
responses with respect to offence level (percentage responses with respect to the source level and
responses with respect to offence level are not reported in this paper). A participant’s responses were

also excluded if their odds responses included “%”, or if their odds responses were 0. Some
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After exclusions, the total number of participants was 571. The number of participants

in each cell of the 2x2x2 factorial of conditions was as shown in Table 1.

Table 1. After exclusions, the number of participants in each cell of the 2x2x2 factorial of conditions.

explanation of presented A = 30 presented A = 3,000
likelihood
ratios
provided low prior high prior low prior high prior total
yes 62 74 66 62 264
no 67 78 81 81 307

2.3 Background information about the case
2.3.1 General
Participants first read background information about the case.

The case was set in southern California. It involved credit-card fraud committed by a
man with an Australian accent who made a call from a public phone in a bar. The call
was recorded at the credit-card company’s call centre. The questioned-speaker
recording was, therefore, a recording of a telephone call made by an adult male with

an Australian accent.
2.3.2 Prior-odds conditions

The written background information about the case exposed each participant to either

the low-prior-odds condition or the high-prior-odds condition:

participants’ odds responses were values of 95 and 98, which look suspiciously like they might have
been percentages, but, since they did not include “%”, we did not exclude them. More participants
dropped out during the longer condition that included the explanation of the meaning of likelihood

ratios than during the shorter condition that did not include the explanation.
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e Low-prior-odds condition: In the condition intended to elicit lower prior odds,
the call was made from an Australian-themed bar that was popular with visiting
and resident Australians. At the time the call was made, the bar was crowded with
people watching a rugby game between Australia and New Zealand. A police
officer arrived at the bar two hours after the call was made, and the bartender
identified a man in the bar who she thought might have made the call but she was

uncertain.

e High-prior-odds condition: In the condition intended to elicit higher prior odds,
the call was made from a Louisiana-themed bar that was popular with local
residents. At the time the call was made, the bar was crowded with people
watching an American-football game. A police officer arrived at the bar 15
minutes after the call was made, and the bartender identified a man in the bar who

she was quite certain had made the call.
Both sets of case information included additional detail.

In both conditions, the man identified by the bartender (hereinafter “the suspect™)
agreed to accompany the police officer to the police station where he was interviewed
and an audio recording of the interview was made. This was the known-speaker
recording. The suspect spoke English with an Australian accent. A detective who
listened to the recording of the questioned speaker and to the recording of the known
speaker thought that the voices were sufficiently similar that it was worth submitting

them for forensic comparison.
2.4 Elicitation of prior odds

After participants had read the background information about the case, prior odds were

elicited from the participants in a three-stage process.

In the first stage, participants were asked the following question with the following

answer options:
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1. Based on the facts presented so far, do you think it is more likely that the man

who called the card activation center was the suspect or someone else?
1.1. More likely to have been the suspect than someone else.

1.2. About equally likely to have been the suspect or someone else (about 50%

chance it was the suspect).
1.3. More likely to have been someone else than the suspect.

If a participant responded “equally likely” at the first stage, a prior-odds value of 1 was

recorded and the participant did not proceed to the second and third stages.

In the second stage, participants were asked the following question with the following
answer options (with the choice of “the suspect” or “someone else” depending on their

answer to the first-stage question):

2. You said it was more likely that the caller was {the suspect than someone else,

someone else than the suspect}. How much more likely?

2.1. Between 1 and 10 times more likely (51%-91% chance it was {the

suspect, someone else})

2.2. Between 10 and 99 times more likely (91%—-99% chance it was {the

suspect, someone else})

2.3. Between 100 and 999 times more likely (99%-99.90% chance it was {the

suspect, someone else})

2.4. Between 1,000 and 9,999 times more likely (99.90%-99.99% chance it

was {the suspect, someone else})

2.5. Between 10,000 and 99,999 times more likely (99.99%—-99.999% chance

it was {the suspect, someone else})
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2.6. More than 100,000 times more likely (More than 99.9999% chance it was

{the suspect, someone else})
In the third stage, participants were asked to respond to the following question:

3. Please use the text box below to fill in the blank with an exact number reflecting

your views.

3.1. Tthink it is _ times more likely that the caller was the {suspect than

someone else, someone else than the suspect}.

For each participant, the prior-odds value elicited at the third stage (or at the first stage
if the participant responded “equally likely” at that stage) is the value we used for

subsequent analysis.
2.5 Videoed testimony
2.5.1 General

After prior odds had been elicited from the participants, they watched the videoed

testimony.

In the videoed testimony, the last author of this paper played the part of an expert
witness who presented testimony about forensic comparison of voice recordings, and
the first author played the part of a lawyer who questioned the expert witness during
examination in chief. The last author is in fact a forensic practitioner who has testified
in court about forensic voice comparison, and the first author is in fact a lawyer who
has examined expert witnesses in court. The expert witness and lawyer prepared for

the testimony, but the questions and answers were not scripted.
The videoed testimony can be accessed at the following links:
e A = 30, explanation not provided: https://youtu.be/dhTUmS9 T24

e A = 3,000, explanation not provided: https://youtu.be/RM6jpRyzN1Y
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o A = 30, explanation provided: https://youtu.be/WPaS-j8SaOg

e A = 3,000, explanation provided: https://youtu.be/4AVFMaJE3CPA

2.5.2 Witness qualifications and methods used

The videoed testimony included:

l.

The expert witness’s qualifications and experience.

1.1

Details included that he was Director of the Forensic Voice Comparison
Laboratory at the University of New South Wales in Australia. He
conducted research and had published papers on forensic voice
comparison. He performed casework, working about half the time under
instruction from the prosecution and half the time under instruction from

the defence.

The methods the expert witness used to evaluate the strength of evidence

associated with his comparison of the questioned-speaker and known-speaker

recordings.

2.1.

2.2.

2.3.

The expert witness made quantitative measurements of the acoustic
properties of the recordings and used them to build statistical models of
the two voices that were used to calculate a likelihood ratio which

quantified his strength-of-evidence conclusion.

He explained that the acoustic measurements he used were standard
measurements used in speech processing and speaker recognition systems,
and that they measure the frequency components of speech. He explained
that these acoustic properties vary among individuals for several reasons,
for example, individuals vary physiologically in the size of their vocal

tracts, but they also vary in the way they have learned to speak.

He explained that the statistical models allowed him to calculate two



Thompson, Grady, Morrison - explaining LRs - 2025-10-29a Page 13 of 37

probabilities: First he calculated the probability of getting the acoustical
properties observed in the questioned-speaker recording if the questioned
speaker were the known speaker. Second, he calculated the probability of
getting the acoustical properties observed in the questioned-speaker
recording if the questioned speaker were some other speaker in the
relevant population. The first probability measured how similar the
questioned speaker’s voice was to the known speaker’s voice. The second
probability measured how typical the questioned speaker’s voice was with
respect to speakers in the relevant population. The relevant population
adopted for this case was adult male speakers of Australian English.’ The
expert witness stated that the strength of evidence depends partly on how
similar the voices on the questioned-speaker and known-speaker
recordings are, but it also depends on how typical they are because typical

voices are more likely to be similar by chance.

2.4. He explained that the statistical models do not give yes/no answers, they
give probabilities, and that he used the statistical models to calculate a
likelihood ratio which indicates how much more likely one would be to
observe the acoustic properties found in the questioned-speaker recording
if the questioned speaker were the known speaker than if the questioned

speaker were some other adult male speaker of Australian English.
2.5.3 Explanation-of-the-meaning-of-likelihood-ratios conditions

Participants in one condition then watched additional testimony about the meaning of

likelihood ratios, as summarized below. Participants in the other condition skipped this.
The expert witness explained that the likelihood ratio represented the extent to which

5> The expert witness explained that the data he used to calculate the likelihood ratio consisted of
recordings of adult male Australian English speakers, excluding speakers who sounded obviously

different from the questioned speaker.
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one should change one’s beliefs about the relative probabilities of the same-speaker
versus different-speaker hypotheses from before the evidence was presented to after
the evidence was presented. To help illustrate this, he showed pictures of sets of scales

with different numbers of weights on each side of the scales.

The first set of scales had 1 weight on the “different-speaker” side and 1 weight on the
“same-speaker” side. He explained that this represented an example of possible relative
degrees of belief in the hypotheses before the evidence was presented, and that is was
purely an example and that jury members would have whatever relative degrees of
belief they might have, that this was just one concrete example and was not intended

to suggest that these were the numbers that jury members should use.

The expert witness used 4 as an example likelihood-ratio value. He stated that this was
not the value calculated in the case, but was a number used as a concrete example. He
explained that if the likelihood ratio was that “the evidence is 4 times more likely if the
same-speaker hypothesis were true than if the different-speaker hypothesis were true”
then one would multiply the weight on the same-speaker side of the scales by 4,
resulting in an updated set of scales with 1 weight on the “different-speaker” side and
4 weights on the “same-speaker” side, and that this represented what one’s relative

degrees of belief in the hypotheses should logically be after considering the evidence:

If before hearing the evidence one believed that the probabilities of the two
hypotheses were equal, then, logically, after hearing the likelihood ratio
expressing the strength of the evidence one should believe that the same-speaker

hypothesis is 4 times more probable than the different-speaker hypothesis.

He then talked through additional examples with different prior odds (different-speaker
to same-speaker ratios of 1:2, 2:1, and 8:1) showing that in each case what was done
was exactly the same, the number of weights on the same-speaker size of the scales
was multiplied by the likelihood ratio of 4 to arrive at an updated set of weights on the

scales representing posterior odds (different-speaker to same-speaker ratios of 1:8, 2:4
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equal to 1:2, and 8:4 equal to 2:1).
2.5.4 Likelihood-ratio-value conditions

Finally, the expert witness presented his conclusion, which included a likelihood ratio

of either 30 or 3,000:

On the basis of my calculations, one would be {30, 3,000} times more likely to
get the acoustic properties on the questioned-speaker recording if it were a
recording of the known speaker than if it were a recording of some other adult

male speaker of Australian English.
2.6 Elicitation of posterior odds

After participants had watched the videoed testimony, posterior odds were elicited
from them using the same three-stage process as had been used to elicit prior odds, see

§2.4 above.
2.7 Elicitation of perceived quality of the testimony

In addition to responding to questions about prior odds and posterior odds, participants
also responded to other questions including attention check questions, demographic

questions, and questions about the quality of the testimony.

Each question about the quality of the testimony asked participants to respond using a

5-level Likert scale. Participants were asked to give their judgements about:
1.  whether the expert witness was qualified
2. whether the expert witness was credible
3. whether the expert witness was trustworthy
4.  whether the expert witness was biased

5. whether the methods used by the expert witness were valid



Thompson, Grady, Morrison - explaining LRs - 2025-10-29a Page 16 of 37

As a measure of each participant’s perceived quality of the testimony, we used the
mean value of their responses to the five questions, with 1 indicating lowest perceived

quality and 5 indicating highest perceived quality.®
3 Results and Discussion

3.1 Prior odds

Figure 1 shows violin plots of the logarithms of prior-odds responses elicited in each
of the prior-odds conditions. On average, participants in the high-prior-odds condition
gave higher prior-odds responses than did participants in the low-prior-odds condition.

This manipulation therefore appears to have been successful.’

log,,(prior odds)
o

T

-- median
e QUG

low-prior condition high-prior condition

Figure 1. Prior-odds responses given each prior-odds condition.

6 Prior to calculating the mean, we reversed the coding for the responses to the question about bias.

7 Among the interdisciplinary group of authors, we initially had different perspectives on when to
only provide descriptive statistics (as numbers or in graphical representations) and when to report the
results of formal statistical tests. We came to a consensus in which we report (in §3.4 and §3.5) the
results of formal statistical tests related to the core research question and report only descriptive

statistics elsewhere.
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Elicited prior-odds values tended to be at factors of ten (1/100, 1/10, 1, 10, 100, etc.),
and in both conditions, the modal response was prior odds of 1 (log prior odds of 0). It
1s unknown whether the latter result would have differed had participants been asked
to immediately give prior odds rather than going through the three-stage process. The
first stage of the elicitation process may have encouraged prior odds responses of 1,
and the second stage may have encouraged responses at factors of ten; however, people
in general may have a natural proclivity for choosing equal priors, and, after that, for

choosing factors of ten.

For both prior-odds conditions, the elicited prior odds were high — in cases assuming
large populations, one might expect prior odds to be 1 in thousands or 1 in millions in
favour of the different-source hypothesis. In both conditions, however, the case
information was extensive, suggesting high odds in favour of the same-speaker

hypothesis.
3.2 Effective likelihood ratios

If a participant correctly applied Bayes’ theorem to the likelihood-ratio value that was
presented to them, their posterior odds would equal their prior odds multiplied by the
likelihood-ratio value that was presented, see Equation (1), in which E is the acoustic
properties of the voice recordings. For each participant, their effective likelihood-ratio
value, A, was calculated by dividing the posterior odds elicited from them by the prior

odds elicited from them, see Equation (2).2

8 The expert witness explicitly adopted H; = “the speaker on the questioned-speaker recording is the
suspect”, versus H, = “the speaker on the questioned-speaker recording is some other adult male
Australian English speaker”; however, the participants were asked to give prior odds and posterior

odds for H; = “the speaker on the questioned-speaker recording is the suspect”, versus H, = “the
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Figure 2 shows violin plots of the distributions of the effective log-likelihood-ratio

speaker on the questioned-speaker recording is someone else”. There therefore appears to be a
mismatch in the relevant population specified as part of H,. Before the prior odds were elicited,
however, the written case scenarios had already established that both the questioned speaker and the
suspect were adult male Australian English speakers. If we begin with H, = “some other speaker in
the bar”, then split the total evidence into E, = “both the questioned speaker and the suspect are adult
male Australian English speakers”, which was presented in the written case scenarios, and E}, = “the
acoustic properties of the voices on the questioned-speaker recording and on the known-speaker
recording”, which was the evidence evaluated by the expert witness, then, applying the chain rule,
we get:

p(HllEarEb) _ p(HllEa) p(EblHl; Ea)
p(HZIEaIEb) P(H2|Ea) p(EblHZ'Ea)

p(HilEx) _ p(Hy1) y p(Ea|H,)
p(H;|E)  p(Hy)  p(EalH,)

In which p(EplFy, Eq) is the likelihood ratio presented by the expert witness (which includes to the
p(Ep|H2, Ea)

right of the conditioning bar that both the questioned speaker and the suspect are adult male Australian

4 P(H1Ea)
P(H2|Ea)

questioned speaker and the suspect are adult male Australian English speakers) is a participant’s prior

English speakers), an (which also includes to the right of the conditioning bar that both the

odds immediately before being presented with the expert witness’s likelihood ratio. The effective

likelihood would then be:

(M)

p(Ev|Hy, E)) _ \p(HalE,, Ev)

p(EblHZan) (p(HllEa))
p(H|E,)
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values given each combination of conditions.’

6

5

-

S o0 3L

I
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effective log,,(A)

--- median
5| | = quartile
—— log,, of presented A value

no expin expin no expln expln no expin expln no expin expln
low prior high prior low prior high prior
presented A = 30 presented A = 3,000

Figure 2. Effective log likelihood ratios given each combination of conditions.

3.3 Presented likelihood ratios and effective likelihood ratios

As shown in Figure 2, participants’ judgements were sensitive to the value of the
presented likelihood ratio. Effective log-likelihood-ratio values tended to be higher

when the presented likelihood ratio was 3,000 than when it was 30.

e Some participants who were presented with a likelihood ratio of 3,000 had
effective log-likelihood-ratio values that were at or close to 0, but they constituted

a lower proportion than for participants who were presented with a likelihood ratio

of 30.

e Some participants who were presented with a likelihood ratio of 3,000 had
effective log-likelihood-ratio values that were higher than any observed for

participants who were presented with a likelihood ratio of 30.

? Not shown, for the fourth violin plot from the right in Figure 2 and for the second panel from the

right in the top row of Figure 3, is an outlier with an effective likelihood-ratio value of 40 billion.
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In Figure 2, for all combinations of conditions (other than for a presented likelihood

ratio of 30 and no explanation of the meaning of likelihood ratios):

e There were bulges in the violin plots around an effective logio-likelihood-ratio
value of about 1.5 for participants presented with a likelihood ratio of 30, which

corresponds to a logio-likelihood-ratio value of about 1.5.

e There were bulges in the violin plots around an effective logio-likelithood-ratio
value of about 3.5 for participants presented with a likelihood ratio of 3,000,

which corresponds to a logio-likelihood-ratio value of about 3.5.

Although they constituted a relatively small proportion of participants, these
participants’ effective likelihood-ratio values were the same as the presented likelihood
ratio values, i.e., these results appeared to be orthodox, they were consistent with
participants correctly applying Bayes’ theorem to update their prior odds to posteriors

odds given the likelihood-ratio value that was presented to them.
3.4 Explanation of the meaning of likelihood ratios and effective likelihood ratios

As shown in Figure 2, participants’ judgements were sensitive to the value of the
presented likelihood ratio both when the explanation of the meaning of likelihood ratios
was provided and when it was not. If sensitivity is used an indicator of understanding,
this suggests that participants understood the meaning of the likelihood ratios without
the need for an explanation. Sensitivity is, however, a low bar, and we do not consider
sensitivity alone to be a sufficient criterion for demonstrating understanding of the

meaning of likelihood ratios. Orthodoxy constitutes a higher bar.

Turning to orthodoxy, Table 2 shows, for participants in each combination of
conditions, the percentage of participants whose responses were as expected if they had
correctly applied Bayes’ theorem to the likelihood-ratio value that was presented to
them. This was calculated as the percentage of effective likelihood-ratio values that

were within £10% of the presented likelihood ratio. Some participants had prior
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probabilities of 1, so their posterior odds could have been due to the response being
orthodox or due to them committing the prosecutor’s fallacy, i.e., due to them
transposing the conditional: If the prior odds are 1, then, according to Bayes’ theorem,
the posterior odds will equal the likelihood ratio. Table 2 presents results both

excluding and including responses from participants whose prior odds were 1.

Table 2. For each combination of conditions, the percentage of participants whose responses were as
expected if they had correctly applied Bayes’ theorem to the likelihood ratio presented to them. In
each cell, the first value, outside square brackets, excludes participants whose prior odds were 1, and

the second value [inside square brackets] includes participants whose prior odds were 1.

explanation of presented A = 30 presented A = 3,000 across all
likelihood A and
ratios prior
provided low prior high prior low prior high prior | conditions
yes 2.0 [19] 2.919.5] 1.8 [15] 5.5[16] 3.0 [15]
no 0[10] 1.4 [10] 0[15] 1.4 12] 0.74 [12]

From Table 2 it is apparent that almost all effective likelihood-ratio values that
appeared to be orthodox came from participants whose prior odds were 1. We cannot,
therefore, be certain whether these participants correctly understood the meaning of the
likelihood ratio presented to them or whether they committed the prosecutor’s fallacy. !
In order to avoid this problem in future research, we recommend using case information
that is likely to elicit prior odds other than 1, e.g., information that is likely to elicit

prior odds substantially less than 1.
We calculated a Bayes factor for the following hypotheses:
e H,: The probability that a participant’s effective likelihood ratio equals the

10 An anonymous reviewer pointed out that it is also possible that some instances of responses that

appeared to be orthodox could have been coincidental.



Thompson, Grady, Morrison - explaining LRs - 2025-10-29a Page 22 of 37

presented likelihood ratio is larger for participants provided with the explanation
of the meaning of likelihood ratios than for participants not provided with the

explanation.

e H,: The probability that a participant’s effective likelihood ratio equals the
presented likelithood ratio is the same for participants provided with the
explanation of the meaning of likelihood ratios as for participants not provided

with the explanation.

We calculated the Bayes factor using the logit-transformation method for the A/B test,
as described in Kass & Vaidyanathan [24], Gronau et al. [25], Dablander et al. [26],
and Hoffmann et al. [27], and implemented in Gronau [28]. This method makes use of
binomial models with logit transformations for the prior parameters. See Appendix A

for details.

Excluding results from participants whose effective likelihood-ratio values were as

expected if they had correctly applied Bayes’ theorem but whose prior odds were 1:

e Across conditions, the number of participants whose effective likelihood-ratio
values equalled the likelihood-ratio value presented to them was 7 out of 232 for
those provided with the explanation (yg = 7, ng = 232) versus 2 out of 272 for
those not provided with the explanation (y, = 2, ny = 272).

e The Bayes-factor value was 2.9, i.e., the count data were approximately 3 times

more likely if H, were true than if H, were true.

Our prior probabilistic belief that providing an explanation would be effective was
already relatively high, and this Bayes factor makes our posterior probabilistic belief
somewhat higher (the odds have increased by a factor of 3). Others, however may have
begun with a lower prior probabilistic belief, and (even after increasing their odds by
a factor of 3) their posterior probabilistic belief may still be relatively low. Also, even

if providing the explanation did have an effect, the resulting 3% of participants whose
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effective likelihood-ratio values were as expected if they had correctly applied Bayes’
theorem was not impressive. These results do not, therefore, constitute convincing
evidence that presenting the explanation of the meaning of likelihood ratios increased

understanding.

In the analysis above, we treated orthodoxy as categorical — we treated a participant’s
response as either orthodox or not orthodox. An anonymous reviewer requested that
we also provide the average distance between the effective logio-likelihood-ratio values
and the logio of the presented likelithood ratios for participants provided with the
explanation of the meaning of likelihood ratios versus for participants not provided
with the explanation. In Table 3 we provide the median signed difference and the
median unsigned distance for each combination of conditions. Since the data were not
symmetrically distributed about a single mode, we provide medians rather than means.
For the high-prior condition, for both presented likelihood-ratio values, both the
differences and the distances were smaller in magnitude when the explanation was
provided than when it was not provided (the expected result if providing the
explanation was effective). This was also the case for the difference in the low-prior
condition when the presented likelihood-ratio value was 3,000, but was not the case for
the distance. For the low prior condition when the presented likelihood-ratio value was
30, the magnitude of both the difference and the distance were lower when the
explanation was not provided than when it was provided (the opposite of the expected
result if providing the explanation was effective). We think, however, that the
proportion of effective likelihood ratios that have the same value as the presented
likelihood ratio is more relevant for assessing orthodoxy than the average difference or
distance between effective likelihood ratios and the presented likelihood ratio, e.g., for
the low prior condition when the presented likelihood-ratio value was 30, the
proportion of effective likelihood ratios that were 30 was higher when the explanation
was provided than when it was not provided (the expected result if providing the

explanation was effective).
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Table 3. For each combination of conditions, the median signed difference between the effective
logio-likelihood-ratio values and the logio of the presented likelihood ratio, and [in square brackets]
the median unsigned distance between the effective logio-likelihood-ratio values and the logio of the

presented likelihood ratio.

explanation of presented A = 30 presented A = 3,000
likelihood
ratios
provided low prior high prior low prior high prior
yes —0.61 [1.14] —1.18 [1.18] —1.48 [1.65] —2.16 [2.18]
no —0.52 [1.00] —1.23 [1.29] —1.55[1.55] —2.38 [2.38]

3.5 Explanation of the meaning of likelihood ratios and the prosecutor’s fallacy

Turning to coherence, if participants responded with posterior odds equal to the
presented likelihood ratio, this could indicate that they had committed the prosecutor’s
fallacy. If a participant’s prior odds were 1, then their posterior odds equalling the
presented likelihood-ratio value could either be due to them having committed the
prosecutor’s fallacy or due to them having correctly applied Bayes’ theorem to the
presented likelihood ratio. For each combination of conditions, Table 4 shows the
percentage of participants whose posterior odds were the same as the presented

likelihood ratio, separated according to whether their prior odds were 1 or not.
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Table 4. For each combination of conditions, the percentage of participants whose posterior odds
exactly equaled the presented likelihood ratio. In each cell, the first value, outside square brackets,
excludes participants whose prior odds were 1, and the second value [inside square brackets] includes

participants whose prior odds were 1.

explanation of presented A = 30 presented A = 3,000 across all
likelihood A and
ratios prior
provided low prior high prior low prior high prior | conditions
yes 9.8 [26] 12 [18] 12 [24] 20 [29] 13 [24]
no 12 [21] 18 [26] 7.2 [21] 30 [38] 17 [27]

Using the same procedures as described in §3.4 above, we calculated Bayes factors for

the following hypotheses:

e H_: The probability that a participant’s posterior odds would equal the presented
likelihood ratio is smaller for participants who were provided with the explanation
of the meaning of likelihood ratios than for participants who were not provided

with the explanation.

e H,: The probability that a participant’s posterior odds would equal the presented
likelihood ratio is the same for participants who were provided with the
explanation of the meaning of likelihood ratios as for participants who were not

provided with the explanation.

Excluding results from participants whose posterior odds equalled the presented

likelihood-ratio value but whose prior odds were 1:

e Across conditions, the number of participants whose posterior odds equalled the
likelihood-ratio value presented to them was 31 out of 232 for those provided with
the explanation of the meaning of likelihood ratios (yg = 31, ng = 232) versus

47 out of 272 for those not presented with the explanation (y, = 47, ny = 272).
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e The Bayes-factor value was 0.83, i.e., the count data were approximately 1.2 times

more likely if H, were true than if H_ were true.

The Bayes factor is so close to 1 that it has not meaningfully altered our probabilistic
belief with respect to whether providing the explanation of the meaning of likelihood
ratios would reduce the prevalence of the prosecutor’s fallacy or not. The results do
not support the hypothesis that providing the explanation would reduce the prevalence

of the prosecutor’s fallacy.

A potential contributing factor to participants in the explanation condition committing
the prosecutor’s fallacy could be that, in the experts witness’s explanation, the first
example used prior odds of 1. In this example, the posterior-odds value did equal the
presented likelihood-ratio value. In future research we recommend testing conditions

in which only explanations that do not use prior odds of 1 are presented to participants.
3.6 Perceived quality of testimony and effective likelihood ratios

Returning to orthodoxy, it is not necessarily a reasonable expectation that legal-
decision makers directly use the likelihood-ratio value presented by an expert witness.
Legal-decision makers may assign their own weight (their own strength of evidence)
to the strength-of-evidence statement presented by the expert witness. In likelihood
ratio terms, legal-decision makers may assign their own likelihood-ratio value in
which, for them, the E of Equations (1) and (2) is not the acoustic properties of the
voice recordings but the likelihood-ratio value presented by the expert witness, i.e.,
Equation (3), in which Ay is the legal-decision maker’s (or participant’s) likelthood
ratio, A, 1s the likelihood ratio presented by the expert witness, and Iy is other
information (or other factors) that the legal-decision maker (or participant) has
considered in assigning their likelihood-ratio value.

Ay|Hy, 1)
3 A :p( wilil1, 1d
() Aa =R, 1)
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As discussed in Gittelson et al. [29] and Martire & Edmond [14], rather than using the
presented likelihood ratios (A, ) directly, participants could have weighted them based
on other factors (Iy). Participants could have understood the meaning of likelihood
ratios and correctly apply Bayes’ theorem, but applied it to their weighted values, Ay,
rather than to the presented likelihood-ratio values, Ay,. Their effective likelithood
ratios would then differ from the presented likelihood ratios, giving the false

impression that they did not understand the meaning of likelihood ratios.

As reported in §3.33.3, very few participants had effective likelihood-ratio values that
equalled the presented likelihood-ratio value. This result could, in part, have been due
to participants who weighted the presented likelithood-ratio value based on other
factors, such as how valid they perceived the testimony to be. This could be considered
a rational thing to do and to not be indicative of misunderstanding the meaning of

likelihood ratios.

In future research, we recommended that participants be asked what their posterior
odds would be if they applied Bayes’ theorem to the likelihood-ratio value presented,
and also be asked what their posterior odds actually are, and, if the latter differs from

the former, be asked why they made the latter different.

One factor which could have contributed to participants weighting the presented
likelihood-ratio value, rather then using it directly, could be their perception of the
quality of the testimony. We investigated the relationship between the participants’
effective likelihood ratios and their perceived quality of the testimony. As described in
§2.7, for each participant, their perceived quality of the testimony was calculated as the
mean of their response values from five 5-level Likert scales. The higher the value the

higher the perceived quality of the testimony.

Figure 3 shows, for each combination of conditions, individual participant’s effective
log-likelihood-ratio values plotted against their perceived quality of the testimony. If

the effective log-likelihood-ratio values increased as the perceived quality of the
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testimony increased, this would suggest that participants weighted the presented
likelihood-ratio value based on how valid they perceived the testimony to be. Such a
pattern of results was not, however, obvious in Figure 3. The obvious pattern was one

of high inter-participant variability.
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Figure 3. For each combination of conditions, individual participants’ effective log-likelihood-ratio

values plotted against their perceived quality of the testimony.

3.7 Caveat

The data were collected using an online platform with participants recruited from an
online labour pool. Although this procedure has been widely used in the social sciences
for studies of human decision making [20], it raises some concerns about data quality,
such as whether participants were truly qualified and whether they were taking the task

seriously.

As described in §2.2, to help ensure that participants were qualified, we used a
previously-developed recruitment procedure that has been shown to be successful at

identifying participants who are broadly representative of the jury-eligible population
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of the United States[23].

To help ensure participants were taking the study seriously, we included a number of
attention and comprehension checks, and excluded participants who failed them. We
also excluded participants who gave inconsistent or nonsensical answers. We cannot
be certain, however, that participants took the task as seriously as legal-decision makers
would if they were evaluating actual evidence in an actual trial, or even as seriously as
if they were in an experimental environment where they were monitored by

researchers.

Consequently, although it is common and reasonable to conduct exploratory studies
inexpensively using online platforms and convenient populations, we recommend that
key conclusions derived from studies like this one be confirmed or disconfirmed in
studies that use actual legal-decision makers (participants recruited directly from jury

pools, lawyers, judges, etc.) who are monitored while participating in experiments.
4 Conclusion

The research presented in this paper found that participants were sensitive to the value

of the likelihood ratio presented by the expert witness:

e Participants’ effective likelihood ratios were higher when the presented likelihood

ratio was 3,000 than when it was 30.

The research did not, however, find convincing evidence that providing an explanation
of the meaning of likelihood ratios helped participants better understand likelihood

ratios:

e With respect to orthodoxy: The results supported the hypothesis that providing the
explanation of the meaning of likelihood ratios would increase the probability that
participants’ effective likelihood ratios would be as expected if they had correctly
applied Bayes’ theorem, but the size of the difference between the explanation

versus no-explanation conditions was small, and the percentage of orthodox
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responses for the explanation condition was small in absolute terms.

e With respect to coherence: The results did not support the hypothesis that
providing the explanation of the meaning of likelihood ratios would decrease the
probability that participants’ responses would be as expected if they committed

the prosecutor’s fallacy (posterior odds equal to presented likelihood ratio).

A substantial proportion of participants had prior odds of 1 and had posterior odds that
equalled the presented likelihood ratio. For these participants, it was not possible to
distinguish whether they correctly applied Bayes’ theorem to the presented likelihood

ratio or whether they committed the prosecutor’s fallacy.

Participants could have weighted the values of the likelihood ratios presented to them
based on other factors. Even if participants had correctly applied Bayes’ theorem, they
would have applied it to their weighted values rather than to the presented likelihood-
ratio values, which would have resulted in effective likelihood ratios that differed from
the presented likelihood ratios. This would have given the false impression that the

participants did not understand the meaning of likelihood ratios.

We tested the effect of only one explanation of the meaning of likelihood ratios. It
could be that some other explanation or some other way of explaining the meaning of
likelihood ratios would lead to better understanding, for example, instead of using an
arbitrary example likelihood-ratio value in the explanation, the presented likelihood-
ratio value could be used. Also, it may help if prior odds of 1 are not used in any part

of the explanation.

Despite the results obtained in this study, our priors are such that we still believe that
explaining the meaning of likelihood ratios to legal-decision makers will improve their
understanding of likelihood ratios. The explanation used in the present study does not
appear to have been effective, but we recommend conducting additional research aimed
at finding more effective ways of explaining the meaning of likelihood ratios to legal-

decision makers.
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Appendix A: Logit-transformation method for the A/B test

The logit transformation method for the A/B test is used to calculate a Bayes factor for
the comparison of two sets of count data. The method is described in Kass &
Vaidyanathan [24], Gronau et al. [25], Dablander et al. [26], and Hoffmann et al. [27],
and has been implemented in Gronau [28]. What follows is abridged from information

provided in the latter references. Please see the latter references for further details.

The Bayes factor is calculated as in Equation (4), in which D are the sample data,
p(D|6,H) are likelihoods, p(6|H) are prior distributions, 6, 6,, and Og are
probabilities (8 = 0, = 6g), Hy is the hypothesis of 8, = 0y, and H, is the hypothesis
of g > 0,. Subscript A indicates the condition “explanation of the meaning of
likelihood ratios not presented” and subscript B indicates the condition “explanation of
the meaning of likelihood ratios presented”. D consist of the count of positive
responses, y (the participants’ effective likelihood ratios equalled the presented
likelihood ratio, or the participants’ responses were as expected if they had committed
the prosecutor’s fallacy), in each condition, and the count of all responses, n, in each

condition, i.e., D = (ya, Na, Vg, Np).

4) p(D|H,) _ feA feB p(D|60a, 0, Hy)p(04, Op|Hy) d6s dbs
p(DIH,) fo P(DI6, Ho)p(6|Ho) a

The count data are assumed to have binomial distributions, see Equation (5).
(5) Ya~Bin(ny,6,)
YB ~Bin(nB, HB)

Rather than assigning prior distributions directly to 8, and 6, a logit transformation
is applied to 8, and 6g, and prior distributions are assigned to the transformed

parameters. The transformed parameters, § and 1, are calculated as in Equation (6).
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6) B = %(log (5;) +1og (fZQ)

v = log (75;) —log (55)

Note that £ is the mean of the logits of 8, and 6y, and 1 is the signed difference

between the logits of 8, and 5.

We assigned relatively uninformative standard Gaussian prior distributions that are the

defaults described in the papers cited above. Specifically:
e For all hypotheses, we assigned f~N (,u[;, aﬁ%) with pg = 0 and cr[% =1.
e For Hy: 0, = Op, we assigned l/)~N(,u¢,Uj,) with py, = 0 and aj, = 1.

e In §3.4, testing orthodoxy, for H,: 0g > 0,, we assigned ¢~N(M¢, alf,) |1p>1 (i.e.,

a truncated Gaussian distribution with a lower bound at 0) with p,, = 0 and 01/2) =

1.

e In §3.5, testing potential incidences of the prosecutor’s fallacy, instead of testing

H,, we tested H_: g < 8,, for which we assigned z/)~]\f(,u¢, alf,)|¢<1 (ie., a

truncated Gaussian distribution with an upper bound at 0) with y, = 0 and aj, =

1.

The solutions to the integrals in Equation (4) are complex, and we do not provide
details here; see Gronau et al. [25] for details. Under H,, the marginal likelihood is
calculated using Laplace approximations. Under H, or H_, the marginal likelihood is

calculated using a Monte Carlo method.
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